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ABSTRACT
Human-robot interaction has the power to influence human norms
and culture. While there is potential benefit in using this power
to create positive social change, so too is there risk in merely rein-
forcing existing social biases which uphold systems of oppression.
As the most salient forms of oppression arise along lines of so-
cial identity, it stands to reason that we must take utmost care in
leveraging human-like identity cues when designing social robots
and other agentic embodiments. Yet, the understanding of how to
do this is not well-developed. Towards forming an ethics of robot
identity, we begin by surveying the state of thought on the topic in
human-robot interaction. We do this by conducting a structured
review of HRI conference proceedings analyzed from a feminist,
intersectional perspective. Our initial findings suggest that existing
literature has not fully engaged with intersectionality, embodies an
alarming pathologization of neurodivergence, and almost wholly
neglects the examination of race.

CCS CONCEPTS
• Social and professional topics → User characteristics; •
Human-centered computing → HCI theory, concepts and mod-
els; • General and reference→ Surveys and overviews.
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1 INTRODUCTION
Robots, like any technology, are not socioculturally inert. All design—
consciously or otherwise—encodes the values, norms, and biases
of its designers. And as culture shapes robots in this way, so too
do robots shape our cultures [31]. Humans freely see robots as
social actors [18], and we thus have the same capacity to have our
culture and norms changed from human-robot interaction as we do
from human-human interaction. And, as robots and other artificial
agents, unlike humans, may be deployed rapidly and at immense
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scales, the power for them to shape our culture and norms is pro-
portionally immense. Thus, the norms and values which robots’
designs reinforce have tremendous potential to be re-perpetuated
throughout our societies. Previous work in HRI gives evidence of
this mechanism in action, finding that misaligned robot responses
to immoral user requests can weaken human application of moral
norms [14].

Conversely, it is apparent that benefits may be had in leverag-
ing this mechanism to bring about more positive social changes
[29]. Yet, design which is not careful to consider its biases has
equal potential to merely reinforce and amplify those biases. Gen-
der bias and stereotyping in the design and application of so-
cial robots has drawn particular attention and critique in recent
years [20, 24, 27, 29]. As per UNESCO’s I’d Blush If I Could re-
port [27], consider that digital assistants such as Siri, Alexa, Cortana,
and the Google Assistant, by default, use voices that are widely
interpreted as feminine. What message does this send, what stereo-
types does this propagate, that the docile, serving agents in all of
our smartphones are naturally “women?”

We may approach this issue by understanding social identity,
the aspects of one’s identity which are socially constructed such
as race, gender, class, etc. [3, 22]. Principally, a person’s social
identity is not constructed in their own mind, but in the minds of
those perceiving them. The identity categories a perceiver ascribes
to a person vary depending on how they interpret the person’s
visual and behavioural characteristics. In this way, both humans
and robots may have social identity. Roboticists often attempt to
design robots to garner ascriptions of a particular identity from
users, but, since the identity is ultimately constructed within the
mind of the user away from the direct control of the roboticist, the
intended and perceived identity do not always align. For example,
several attempts to create a “genderless” voice for AI have resulted
in most users merely ascribing a “man” or “woman” gender to the
voices with roughly equal probability [25].

Given that the most salient of oppression and discrimination
arise upon lines of social identity [6], it stands to reason that we
must, as a minimum, take the utmost care in designing and leverag-
ing robot identities that do not reinforce these systems of oppres-
sion. Yet, we invite readers to take one step further: Can we explore
if and how such robot identities might be designed and leveraged
to actually fight these systems? Can we design from a stance that
is feminist, anti-racist, oriented towards social justice, and, above
all, compassionate towards all different types of people? A start-
ing point is to explore the ways in which robots might be used
as norm-breaking tools and to challenge harmful or inappropriate
user behaviour [10, 29].

Further, we are witnessing the emergence of new forms of iden-
tity enabled by new technology. From cyborgs, to metaverses, to
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language models which pass the Turing test, the distinction be-
tween human and machine continues to blur [4], and the ability
to easily distinguish wholly artificial agents becomes ever more
difficult.

Thus: We need practical ethical guidelines to inform how we
think about, construct, and leverage different human (and human-
like) identities, not only in robots but in all agentic embodiments.
As part of a broader project of developing these, we must first
begin by understanding the HRI community’s current strengths
and weaknesses in thinking about and practicing the ethics of robot
identity. We must also understand what is known about how robot
identity intersects with user identity, as inherently alluded to in
works on, for example. robot personalization and adaption [10].
This will allow us to direct ethical development where it is needed
most.

This late-breaking report provides initial results on a review
of HRI literature to map out the state of knowledge on the topic
of robot identity. Using intersectionality as an analytical frame-
work [6], we inductively establish fourteen “axes” of human-like
identity, detailed in the following section, to guide our review. As a
starting point, we begin with a structured search of all ACM/IEEE
HRI conference proceedings from 2006 to 2022 as a small represen-
tative sample of HRI literature in attempt to locate papers which are
explicitly aware of their manipulation of identity. We use our axes
of human-like identity as labels to tease out which types of identity
have been covered in this sense. Then, we perform an additional
search of each of these labels to search for papers where authors
may not have strictly acknowledged their manipulation of identity.

We conclude with our findings, limited to HRI conference pro-
ceedings in this first instance of study. Our findings suggest that
extant HRI conference literature, in general: (1) has not fully en-
gaged with intersectionality in identity studies, (2) embodies an
alarming pathologization of neurodivergence, and (3) almost wholly
neglects the examination of race.

1.1 Research questions
• RQ1: How do HRI papers consider identity for robots vs users?
• RQ2: Which axes of identity have [not] been covered in HRI
proceedings?

• RQ3: How has identity been operationalized? That is, what fea-
tures do authors manipulate to achieve different identity ascrip-
tions?

2 AXES OF HUMAN-LIKE IDENTITY
To guide our review, we use intersectionality [6] as a framework
to inductively create a set of human-like identity axes for use as
a label coding system. Intersectionality, whilst a widely accepted
concept today, originates from Black feminist schools of thought [5]
and was developed through the work of Black feminist scholars
and activists dealing with interlocking and overlapping systems of
oppression [7, 8, 13, 17]. It allows us to grapple with the notion that
identity is complex and multi-faceted. Indeed, we cannot capture all
of identity in a list of axes alone. But, we can at least be cognizant
of the ways in which it is the intersection of one’s various identity
traits that generally informs how one experiences the world. In
Western societies, for example, Black women experience sexist
oppression differently to white women. This is on account of the

Figure 1: The identity traits discussed within our identified
works, with an indication ofwhether they discuss user and/or
robot identity.
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ways in which sexist oppression interweaves with racist oppression
under a patriarchal social structure that values whiteness.

Thus, we are particularly concerned with modes of identity
which are: (1) historically or contemporarily subject to forms of op-
pression, and/or (2) emerging modes of identity enabled by robots
and cybernetic technology. We choose to think of the latter in terms
of the different possible configurations1 of mind, body, identity, and
environment [15, 21], as, for our purposes, this seems to offer a
reasonably expansive paradigm for conceptualizing these emerging
forms of identity [4].

We use the term "axes" to recognize that an individual may be
partially, fully, or not at all perceived to be along any one particular
axis. For example, an American born and raised by one White
parent and one Latinx parent may be perceived as White, Latinx,
both, or neither, depending on the social and cultural context they
are in (and this is to say nothing of how they personally identify
themself).

It is important to note that all axes are socially constructed,
and thus their construction can vary significantly from culture to
culture. This is neither an attempt to create an exhaustive list of
hard, definite categories of identity; We recognize that each axis
may mutually overlap with every other axis in one way or another.
1It is apparent that robotic systems can take on many such configurations, such as
a single system having one “mind” and “identity” but multiple bodies, or perhaps
having one body that switches between minds and identities. Western systems of
thinking often assume a 1-1-1 mind-body-identity mapping for human beings, but this
is not necessarily the case; For example, people who experience multiplicity may have
multiple identities within the same body and mind [19]. Or, a group of friends in a
metaverse may conceive of each others’ virtual avatars as their “bodies” within that
space.
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We merely attempt to cast as wide of a net as possible in our search
and so capture information in a way that might be useful.

Without further ado, our axes of human-like identity are:

• Age, as in: infant, child, adolescent, adult, etc.
• Fat/thin, as cultural labels pertaining to body type.
• Class/caste, as in socioeconomic status or caste member-
ship.

• Disability and/or health condition, coded separately from
conditions considered cognitive disabilities.

• Ethnicity, broadly conceived in the anthropological sense of
deriving group identity from common traditions, culture, so-
ciety, heritage, etc., but coded separately from ethnic identity
constructed via religion or nationality.

• Gender, including gender identity, performance, and expres-
sion.

• Mind-body-identity mapping, as in the quantity, location,
and temporality of mind, body, and identity relative to each
other.

• Nationality, or national origin.
• Neurodiversity, such as being on the autism spectrum or
experiencing variable attention to stimulus.

• Personality, coding specifically for if the paper utilizes a
formal taxonomy of personality such as the Big Five model.

• Race, regardless of the racial categorization framework used.
• Religion or spirituality.
• Sexual orientation, as well as romantic orientation.
• Other group identity, such as membership of a particular
team or interest group.

Lastly, we introduce one additional coding label which is not specif-
ically an axis of identity: We use the label theory of identity to
code for papers which are concerned with identity in general or
fundamental theoretical work on human or robot identity.

Note that, in some cases, certain facets that might be consid-
ered part of identity are, under the framework which we indicate
here, in fact means by which other axes of identity are being oper-
ationalized. For example, while the language one speaks is often
considered a facet of one’s identity, we do not explicitly include it in
our framework. We note that when speakers of a certain language,
dialect, or manner of speech are subject to social differentiation, it
is likely not due to the language itself, but because the language
is being used as a cue to construct impressions of ethnicity, class,
nationality, etc. It is oppression along these lines which we are
concerned with.

3 METHODOLOGY
We begin with a working definition of robot and human identity,
for the purposes of identifying literature of interest:

Papers on "Robot Identity:" Papers concerned with (a) user /
participant ascription of human-like attributes to robots (e.g. gender,
race) and/or (b) roboticist intent to influence such ascriptions.

Papers on "User Identity:" Papers concerned with user/other
persons’/robots’ (self-)ascription of these same attributes in the
context of HRI.

Table 1: Search queries for each identity axis

Label Query

Age "age"
Fat "fat" OR "thin"
Class/caste "class" OR "caste"
Disability and/or
health
condition

"disability"

Ethnicity "ethnicity" OR "ethnic" OR "culture" OR "cul-
tural"

Gender "gender"
Mind-body-
identity
mapping

("mind" AND "body") OR "re-embody"

Nationality "nationality"
Neurodiversity "neurodiverse" OR "neurodiversity" OR

"neurodivergent" OR "neurodivergence"
Pathologized neu-
rodiversity

"ADHD" OR "attention deficit" OR "autism"
OR "autistic" OR "obsessive-compulsive" OR
"OCD" OR "dyslexia" OR "dysgraphia" OR
"dyspraxia" OR "dyscalculia" OR "dysno-
mia" OR "Tourette" OR "schizophrenia" OR
"schizophrenic" OR "bipolar"

Personality "personality"
Race "race" OR "racial"
Religion "religion" OR "religious" OR "spiritual"
Sexual orientation "sex" OR "sexual" OR "romance" OR "roman-

tic"

3.1 Search criteria
For our first structured search, we include papers if authors have
engaged in explicit discussion to investigate identity. We do not
include or code for papers using post-hoc judgement on our part
about which identities certain design decisions may represent. For
example, we would not post-hoc label a particular robot embod-
iment as fat or thin, rather only identify papers which discuss
designing for a particular robot or user body type.

Using the tools available through the ACM Digital Library, we
search all research articles and short papers within the HRI confer-
ence proceedings to find any abstracts containing the word "iden-
tity," in quotes.

For our second search, we search the same corpus but using
individual queries for terms within abstracts specific to each axis of
identity, conducting a simple count of the number of results. These
queries are detailed in table 1.

4 FINDINGS
For our first search, looking for the word "identity" in abstracts
in attempt to find papers where authors explicitly recognize their
manipulation of identity, we found 12 results. Of these, one was a
workshop description and another was an HRI Pioneers workshop
submission for which corresponding published work exists. Drop-
ping these two, we examined the remaining 10 papers. We found
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Figure 2: Number of HRI publications found per axis of iden-
tity.

that two of them used the word "identity" in their abstract, but did
not actually deal with ascriptions of human-like identity to humans
or robots. The way in which we coded the remaining eight papers
is indicated in Figure 1.

Despite HRI’s seventeen-year tenure, six of the results were pub-
lished in 2022, one was published in 2021, and one was published in
2018. This suggests a very recent interest in robot identity, possibly
in part due to the Robo-Identity workshop in 2021 [16] influencing
research decisions.

We briefly summarize how each of these eight papers touches on
and operationalizes identity: Tovato et al. [26] explores robots in
religion through so-called “theomorphic” robots, which are made to
represent various beings from religious tradition. They particularly
consider the perception of these and their relation to user ethnicity
(how, e.g. someone raised in a predominantly Judeo-Christian cul-
ture is likely to recognize a robot representing an angel, even if the
individual does not personally subscribe to a Judeo-Christian reli-
gion). Williams et al.[28] and Bejarano et al.[2] exist as part of the
same body of research examining robot mind-body-identity map-
ping from a fundamental theoretic standpoint. Dudek and Young
[9], in their treatment of queer sex robots, are very thorough in their
examination of gender and sexual orientation of both robots and
users. Green and Works [11] briefly consider university member-
ship as a facet of identity that is operationalized in attempt to appeal
to the user to take a certain action. Wolfe and Sajadieh [30] details
a theatrical art exhibit featuring a “female” robot created through
campily exaggerated breasts, a skirt, simulated lipstick, and long
eyelashes. The robot wanders around a room and aggressively and
indiscriminately flirts with any encountered human, attempting
to get them to give their phone number to the robot. It is debat-
able whether the users’ gender is meant to be operationalized, as
although the authors very transparently hint that the piece was
primarily targeted towards getting men to understand an experi-
ence uncommon to those of their gender, the authors are careful
to avoid this exact wording. Thus, we exclude the user identity

coding, but note the limitation of doing so. Lastly, Allan et al. [1]
and Heitlinger et al. [12] both use social identity as a framing to
discuss how people conceive of humans as an ingroup and robots
as an "other" or outgroup. Due to their concern with human and
robot identity in the broadest sense, we code these as "theory of
identity" papers.

The sparsity of the matrix in Figure 1 suggests that, although
some authors were very thorough in their treatment of a partic-
ular identity axis, none of them are taking an especially broad
intersectional approach.

For our second search, we conducted a simple count of the num-
ber of results when searching abstracts for terms corresponding to
each axis of identity (Table 1). The counts are reported in Figure 2.

Gender is by far the most common topic. Age is the second most
common, as, we hypothesize, user age is an often manipulated
axis in various studies targeting youth or older adults. Criticially,
searching for neurodiversity and related terms yielded zero results.
This came as a surprise given our own intuitions on how often HRI
research tends to focus on neurodivgent users. Thus, we decided to
instead try searching for the most common pathologizations of neu-
rodiversity. In technology literature, neurodivergence is commonly
medicalized and seen as a problem to be treated in the individual—
rather than seeing it as a natural, valid state of being that society,
not the individual, should be changed to accommodate [23]. Includ-
ing these terms revealed the third largest results category in this
search, suggesting that pathologization of neurodiversity in HRI
conference proceedings is widespread.

In terms of the limitations of this search: We note that distilling
the search for works on mind-body-identity mapping down to a
few keywords is difficult, as there is not yet commonly agreed-upon
terminology for the concept. There are likely more papers on this
topic which simply describe it using different vocabulary.

We further found no papers manipulating robot or user fat-
ness/thinness. This may be due to the stigma of using the word
"fat" to describe a human bodies, possibly leading authors to use
other terminology which does not lend itself well to a targeted
search of robotics literature, such as “weight” or “body type.”

The last finding which we shall note: Searching “race” or “racial”
reveals a single paper. Given the many critical issues surrounding
race in nations such as the United States, this seems to be a glaring
omission.

4.1 Summary and future work
Following two structured searches of HRI conference proceedings,
our findings suggest that the existing body of proceedings (1) has
not yet fully reckonedwith intersectionality as a concept or research
framework, (2) overwhelmingly pathologizes neurodivergence, and
(3) almost entirely neglects race as a pertinent type of identity.

Continuing with our research goal of understanding the state of
thinking on robot identity across the broader human-robot interac-
tion field, there is clear room to expand the scope of this review to
corpuses other than the HRI proceedings to further elucidate our
findings and garner new insights. We invite researchers to take on
a participatory role in developing thought on the ethics of robot
identity, as we do not think that any single individual or lab has
the diversity of insight necessary to do so in a robust way. Good
ethics should, at their core, serve us all.
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